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< US-funded(DoD), UK-funded(MoD) and EU-funded projects

= US research project in collaboration with the AFRL.
= UK research projects in collaboration with BAE Systems, Atlas Elektonik, and seabyte.

= EU research projects in collaboration with Airbus, Eurocopter, Goodrich, Autoflug, ASG,
and Secondo Mona.

< Autonomy-based projects
= Autonomous decision-making support for avionics analytics.
= Autonomously cross-checked models from multidisciplinary design teams of high-
Integrity systems.
= Remote integration of capabilities from autonomous ground vehicles for defence.

" Aut?mation of distributed aircraft fuel management systems tested in lab and real-
scale rigs.

= Intelligent control architecture for autonomous maritime vehicles.
= Autonomous reconfiguration of production lines.

<+ Over 100 publications, including a book, 5 book chapters, and best papers.
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= Lecture Aims

< Objectives of the Session
= To recap details of the context where ontologies are applied.
= To explain an innovative approach for decision-making support in ATM.

= To discuss specific scenarios to evaluate the approach’s performance.

< Intended Qutcomes of Learning

= To tell about ontologies as a technology for decision-making support in ATM.

= To identify airspace situations in which the approach can be applied.
= To use the ontological approach and the uncertainty method.
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¢ Introduction

»» Background for the approach

*»» Decision-making support system
» Application examples

¢ Conclusions and next session topics
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 Context

= The increasing number of varied information inputs from communication and
navigation requests and the proliferation of UAVs are challenging ATM.

= ATM is getting complex where decision-making processes are required to
combine information of a diverse nature (weather, flights, airports, UAVs, etc.).

< Motivation
= Successful use of ontologies in different communities (medical diagnostics,
target assessment, etc.). Avionics can also benefit from ontological approaches.
= Emerging interest from the FAA NextGen and the SESAR system in ontologies.

= The use of ontologies enhances the coordination between physics-based
sensing, human-derived communications, and situation reporting.

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management 6
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< Problem
= The ATM information complexity demands a huge workload on pilots and ATCs.

= Flight trajectories, safety, and messaging must be prioritized while cross-
checking information coming from the different sources.

< Challenge

= With a common avionics ontology, pilots and ATCs could coordinate to make
difficult decisions in the context of data, features, and information uncertainty.

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management 1
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= [Initiatives to Use Ontologies in Airspace T

<+ NASA ATMOnto

= is meant to integrate heterogeneous aviation data with a clear propose to be
used for aeronautics investigation [1].

< SESAR Ontology Set

= BEST project proposes an ontological infrastructure for the Single European Sky
ATM Research (SESAR) Joint Undertaking [2]-[4].

< Avionics Analytics Ontology (AAO) & &+ & o= T
= has been developed as a cognitive engine :: | | i | i i |

. S\ i | | i | | |

of a Decision Support System (DSS) for ~ * ———| i S | ;
avionics analytics for application such as | ——==——| ; e ; |

Air Traffic Management (ATM) [5]. T T T T T o T'

, T | | Ca] | Cm] : :

L S N N —

I [ URREF | 1
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%+ Avionics analytics in ATM

< Mental process and the role of cognition

< Relevance of semantics in knowledge representation

< Ontologies as a way to represent knowledge and support reasoning
< Uncertainty considerations by means of Bayesian Networks (BNs)
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& Analytical Model =
" From Situation Awareness to Problem Solving

/ _ Problem Solving \

.. €= Evaluation Action

Sensation

N

Situation Awareness 4]

— | 1stSAW Level: ‘ 2nd SAW Level: -| 3rd SAW Level: | 3 Decision

Perception Comprehension Projection
Decision Making
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%+ Avionics analytics in ATM

< Mental process and the role of cognition

< Relevance of semantics in knowledge representation

< Ontologies as a way to represent knowledge and support reasoning
< Uncertainty considerations by means of Bayesian Networks (BNs)
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= Mental Cognition Process NSy
Cognitive Computing Architecture

Knowledge
@
® T ?29? T 90
i & @ * @ @
Reasoning Intuition Planning
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i (/ Situation %
- | Perception Al Comprehension Projection |
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Attention

p
\j J/

Sensation po

—Pp Decision-making path Actuation
@——® Collaborative processes |
<P |nteractive processes

e—P Knowledge-driven processes
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%+ Avionics analytics in ATM

< Mental process and the role of cognition

< Relevance of semantics in knowledge representation

< Ontologies as a way to represent knowledge and support reasoning
< Uncertainty considerations by means of Bayesian Networks (BNs)
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= sematic Data Modelling ASP
Different Types of Relationships between Concepts

+» Realization or Classification - “/nstance_of"relations
< Aggregation - “has_a"relations

< Generalization/Inheritance - “/s_a"relations; reciprocal to Specification -
“Ssubtype_of’relations

< Composition - ‘part_of"relations
< Ability - “can”relations
< Property - “/s”relations

< Concepts are connected by means of four well-defined types of relationship models:
= One-to-one: a source concept is connected to at most one sink concept and vice versa.

= One-to-many: a source concept may be connected to one or more sink concepts, but the latter
can only be mapped to at most one source concept.

= Many-to-one: more than one source concept may be linked to one sink concept.
= Many-to-many: more than one source concept may be linked to more than one sink concept.

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management 16
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& Cognitive Computation 457
" Foundations for Knowledge Representation

<+ Representation of knowledge requires the definition, specification, and
description of information elements and data structures as well as their
network (interconnections).

< Knowledge can formally be represented by means of a mathematical model
based on Description Logic (DL) [7].

<+ Table with examples of DL signatures for key knowledge elements

 Signature | ooP__ | Example | DL S ntax
Class aircraft airport runway
m Property hasWing hasRunway hasStatus P

individual Object (instance of a Boeing 747 IAD (Wa'shington Dulles Int ’
class) Airport code)

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management 17
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= Description Language AP
Formal Knowledge Representation: Concepts and Roles
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< Concept expressions based on set operators, for instance:

= C,LIC, where C;: ADS-B and C,: TCAS so it is ADS-B W TCAS or unionOf(ADS-B,
TCAS).

= C,NC, where C;: aircraft and C,: unmanned so it is aircraft m unmanned or
intersectionOf(aircraft, unmanned).

= —C, where C;: ImproperSepartation so it is ProperSeparation or
complementOf(improperSepartion).

< Role expressions (between concepts or between individuals), for
Instance:
= JP.C where P: hasPilot and C: aircraft so it is 3hasPilot.aircraft or hasClass()
= P.C where P: hasPilot and C: aircraft so it is VhasPilot.aircraft or toClass)
= VP.{i} where P: airportOf and i: USA so it is VairportOf.{USA} or hasValue()

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management 18
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“““““““ Formal Knowledge Representation; Axioms

< Schema axioms based on set operators, for instance:

= C,EC, where C;: aircraft and C,: vehicle so it is aircraft — vehicle or aircraft
subclassOf vehicle; 7s a”.

= P,=P,” where P;: unmanned and P,: manned so it is unmanned = manned or
unmanned DisjointWith manned

= C,=C,NC, where C;: drone, C,: aircraft, C;: unmanned and so it is drone =
aircraft m unmanned or drone EquivalentTo aircraft and unmanned

< Data axioms (between concepts or between individuals), for instance:

= i:C where i: Boeing_747 and C: aircraft so it is Boeing_74T7:aircraft or
Boeing_747 Type aircraft; “Instance of’.

= (i,,i, ):P where i;: Boeing_747, i,: Airbus_380, and P: hasAirTraffic

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management 19
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“““““““ Knowledge Representation: Two Main Knowledge Components

< Knowledge Base

= TBox component is a terminological formalism (terminology; system description
in terms of controlled vocahularies). TBox entails inclusion assertions about
properties from concepts and roles.

= ABox component is an assertional formalism (assertions about individuals).
Abox entails instance assertions such as those for individual objects.

< Formally, the knowledge bhase is
=(T,A)
where 7 iIs the TBox and A is the ABox.
T = {vy,v,,...7;}

A ={f1»f2»---fk}

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management 20
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= Description Language KSR
Knowledge Representation: TBox and ABox

< Where v, is the |-th terminological axiom and f, is the k-th assertional

fact with |, keN. For instance, for TBox

v;: aircraft £ vechile

Ut drone = aircraft N unmanned

 For instance, for ABox

fp: (Boeing_747, Airbus_380): hasFixedWing

fr+ Boeing_747: aircraft

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management 21
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%+ Avionics analytics in ATM

< Mental process and the role of cognition

< Relevance of semantics in knowledge representation

< Ontologies as a way to represent knowledge and support reasoning
< Uncertainty considerations by means of Bayesian Networks (BNs)
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= Knowledge Engineering A
''''''' Ontology Classes and Class Relation

< Ontologies can represent knowledge based on the DL expressions
written in a high-level language (not a mathematical symbol-based
language such as DL) easier to deal with by human begins.

<+ Ontologies make use of semantic
diagrams to easily realize the @ hasRoute @
connection between concepts.

< Main Ontology elements hasTakeoff/Landing is-a is-a

< Classes (concepts) | | '
« Properties (roles) 54 e Vehicle
< Individuals (objects; instances of

classes) hasAirspace is-a is-a
< Terminological axioms (TBox)

< Assertional facts (ABox) hasWeathe @

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management 23
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Ontology Cl d Class Relati
ntology Llasses and Llass Relation
Weather conditions,
Reasoning: ontology reasoner etc.
Ontology: TBox + TAbox TBox example:
Intruder = Arrcraftt N

o,

< The knowledge base has a | -
Cognition = reasoning + ontology 1sAutorized. | false)

Risk of mid-air

key role in the SA process. ABox example:
Quadcopter(Drone) Collision,
X i Degradation of flight
< The TBox component is / el
needed for high-level of Nt bis, | o , oulsdae / , e
H H Weather, [ ] 9 [ ] - ]
sensation and in full for pri ! ? T Airrii
erce tion and TBox exa.rﬂ - l l / hasRequirement.Safety
p p . Aurrcraft E vehicle a2 ol " @ @ ()W: )
Compr9h9n5|0n. Drone = Aircraft 1 unmanned Reasoning Intuition / Planning <URdcaplenirone)
ABox example:
<+ The ABox component is Boemg 747:Aweraft |} AT N il ] ey (. A NN, Wemm—— I I
. . Situation q
required for high-level of AWATeRESS ;
perception in full for | Decisions to sort out
. ' airspace situations
comprehen5|0n! and /(Query results, e.g.,
I i 1 aircraft at risk of mid-
partially for projection. P Memory o
Data from Implementation
sensors such as bRt aath of actions from
radars, ADS-B, S m o Ll decisions, i.e.,
: o——@ Collaborative processes
eyewitness, countermeasures
ete. <P |nteractive processes
&P Knowledge-driven processes
24
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%+ Avionics analytics in ATM

< Mental process and the role of cognition

< Relevance of semantics in knowledge representation

< Ontologies as a way to represent knowledge and support reasoning
< Uncertainty considerations by means of Bayesian Networks (BNs)
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= Uncertainty Measurement AP
°°°°°°° Analytics and Categorization

< Uncertainty analysis explores the lack of certain data variables.

< In the case of the DSS, these variables store data from the inputs of the
DSS.

< The uncertainty of the variables has an impact on the decision-making
process of the DSS.

<+ The DSS considers uncertainty in its SA-driven decision-making
process by means of
= Analytical metrics and scientific analysis
= Categorization and ontological structure

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management 26
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Formalization based on Bayesian Networks

< A Bayesian Network (BN) B annotated in a Directed Acyclic Graph (DAG)
which represents a joint probability distribution over a set of random
variables can be defined as follows

B =(G,6)

» Where G is a DAG with variables X, X,,..X,. Each variable X; is
Independent from its parent variables in G. 8 represents a set of
parameters of the BN. Such a set entails Py(x; | ;)28 ) where x; is a

realization of X, conditioned on mt.. Then, B defines only one distribution
for joint probability

n n
Po(Xy, Xgy oo X) = | g, = | | PoCil)
i=1 i=1

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management 27



= Analytical Metrics and Scientific Analysis 257
“““““““ Sensors and Aircraft Target

<+ The veracity for the combined sensors uses the complement of the
product of the non-veracity component of all sensors on a given aircraft

n
ve=1-| [a-w
s=1

<+ Where V_ is the combined veracity, n is the number of sensors in the
platform, and V, is the veracity of each sensor. The assumption when
assessing the veracity score of a sensor when answering a query about
two subjects (more than a target per sensor) is that information on both
must be correct.

k
V(Sl,Sz, ...Sk) = 1_[ Vl
i=1

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management 28



RO TICS

. Categorization and Ontological Structure =

Uncertainty Representation and Reasoning Evaluation Framework (URREF)

‘:’ P e rfo rm a n Ce Conclusweness completeness @ ,
- I nter, p retatiol Vag eness
Dlssonance

evaluation of the v ’
» - - M at> Uncertamthype ’ -
information fusion * e i i

systems based on the
uncertainty from | b\.

inputs and outputs.
G

5-3
Is-a

Compatibility

a

knowledgeHandling
a

ceToPr blm

is-a
WeighOfEvidence

<+ Not tight to any
specific uncertainty
analysis method. > G

< Realized as ontology ‘
for uncertainties.
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« Decision Making Process
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Example of Decision Tree for Aircraft Collision Avoidance

A A A A A A A A

Intruder? Separation? Countermeasure? Effectiviness?
Yes +100
0.90
< Expected utility a +50
l Yes +100 -
Ue = ) P(x) u(x)
i=0
. Detected
< Where P(x,) is the Yes +100
probability of the variable 0.55
x; (each possible fio i
outcome), u(x,) is the
utility of x; (outcome). Qa8
-30
Yes +100
Standard +100 Standard +100
Not detected separation countermeasure 0.80
1.00 1.00 No -30
0.20

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management
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Outcome

+203.75

Imminent aircraft operation
Conditioned aircraft operation
Conditioned aircraft operation
Imminent aircraft operation

Conditioned aircraft operation

Cancelled/delayed aircraft operation

+280

Imminent aircraft operation

+194

Cancelled/delayed aircraft operation

31
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Main Concepts and their Relations

+ Foundation of the knowledge for understanding
the surroundings of the operation context of the
DSS.

+ Investigation of context concepts and their
relations. The definition of concepts involves all
the elements of ATM/UTM operation, e.g., aircraft,
airport, radars, weather, and people.

+ Relations between concepts are those that
connect or link concepts with each other, e.g.,
flights have a route, microburst is a very bad
weather condition for flights, and a microburst
must be avoided by flights.

< Concepts and their relations are the building
blocks for the cognitive model as they set the
cognitional network to connect related concepts
and produce a conclusion regarding an airspace
situation.

2

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management

«actor»
Purpose

«block»
Use Case

«block»
Architecture

«actor»
ATC

«block»
Dss

«block»
ADS-B

«block»
Aircraft

@

«block»
Enviroment

«block»
Radar

«block»
Other systems

«block»
Route

«block»
Airspace

«block»
Weather

«block»
Airport

«block»
Runway
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hasRoute

«block» F «block»
Route _ Aircraft
<+ The discovery of - -
concepts, relations, and «b.ik) _, hasRadar «blik,,
connections hetween il Radar
them allows for the |
settings of additional - ol wss
" «block» as
constraints or Runway ﬁ
requirements for specific L, MY
q. . p is_a[> «block» (QE
logic conditions, e.g., — T e e
aircraft have routes, j %
airports have runway,
EtC hasAirpace
\/
«block» «block» «block»
Airspace " Weather Determination
hasWeather
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" Different Factors Considered for Collision Avoidance

Aircraft e FlightPhases |

separation

Taxi-out/in Take-off/ Landing Climb/ Descent Cruise
(from)

Wildlife Strik T .
Wildlife Strike (gr'ou'nz /ﬂ;n‘; Wildlife Strike (flying Wildlife Strike
(terrestrial animals) animals) animals) (high flying animals)
Vehicle(s) UAS intrusions Airspace infringement

Taxiway incursions Runway incursions

m Skydiver Strike
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Example for Wildlife Strikes

(Will)
Counterme
asure

Avoid
(Would)
Require

(Will)
Minimize

Collision
Avoidance

% Factor: Wildlife strike

< Cause: Animals (either
terrestrial or flying ones)
wandering or flying nearby
runways, flying nearby airports,
and even at very high altitude.

(Will)
Counter

(Should)
Avoid

(Will)
Facilitate

(Shall)
Damage

(Should)
Improve

(will)
minimize

(Shall) (Should)

Damage Aircraft Avoid
Collision

< Flight phases: Any flight phase (i.e.
taxi-out, take-off, climb, cruise,
descent, landing, and taxi-in).

(Should)
Require

(Shall)
Involve

Aircraft
Safety

Aircraft
Separation

Separation

Aircraft

< Detection: Sighting (including using
binoculars) for low altitudes. (should)
Specialized LSRs for detection of Require
large flocking birds.

Generalize

(Should)
Require

< Goal: Avoidance of engine ingestion, crash with aircraft (in
particular, windshields and landing gear).

% Action: Decision outcomes should include actions that allows
aircraft to avoid collision within animal(s), e.g., aircraft rerouting, or
diverting as needed.

e Animal

e  Skydiver

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management 35
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Example for Taxiway and Runway Incursions

+ Factor: Runway/taxiway incursions

< Cause: Incursion of vehicles or
persons in runways. ATCs are
usually aware of these situations.

< Flight phases: Taxi-out, take-off,
landing, and taxi-in.

<+ Detection: ATCs are informed by

means of requests from

vehicles/persons. (should)

%+ Goal: Avoidance of contention
problem.

% Action: Authorization when
runway/taxiway is available for
incursions.

(Should)Avoid

Damage

Require Takeoff/Land Takeoff/Land Entail

(Will)
Influence

(Can)
Dabble

e Vehicle
e Person

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management
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Example for UAS Intrusions

(Would)
Require

(will)

% Factor: Airspace intrusion

(Should)
Avoid

< Cause: UAVs or drones flying nearby
aircraft and airspace infringement

(Shall)
Damage

< Flight phases: Any flight phase (i.e. taxi-
out, take-off, climb, cruise, descent, landing,
and taxi-in).

(Should)
Require

(Shall)

\ Entail
Aircraft

Separation

< Detection: Drone detection system, PSR,

(Should) Use (Can)
SSR, ADS-B, TCAS Require Threat
S

+»» Goal: Airborne collision avoidance

(Can)

% Action: Aircraft manoeuvring to avoid other
aircraft

e Drone/UAV
e Aircraft

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management
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Cross-Impact Analysis

Cognitive Model for Potential Intruders

% Logical reasoning through the
cognitive model to be aware of
safety hazards due to aerial
Intruders

1) Discovery of intruders

2) Separation requirements
3) Collision countermeasures
4) Safety assurance

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management

Perception

(1) Ijiscovery of intruders

Comprehension

EB) Collision countermeasures

* o Countermeasure will avoid collision

RSP

A IEEE Aerospoce &
Eletronic Systems Society

Projection

o

+ Aircraft identification in controlled airspace CheeTor e SR erie seure
* Airborne aircraft must use airspace Is there any untried countermeasure?. (
* Airborne aircraft must require separation ifso mechanism E (4)
¢ Authorization check of aircraft flight * Selection of countermeasure y
e Intruder is unauthorized airborne aircraft o If-rot B =
e Intruder can infringe airspace (controlled < Discovery of
« Separation cannot be guaranteed (1)

* Ifintruder is in a controlled airspace * p|  intruders

e Intruder can threat safety - _ : >

e Intruder should require separation | calculations (2) |

e Inquire on intruder nature g i |
e Ifnot |

Discovery of |
e Application of standard separation and Struders E (1) I

p countermeasures between airplanes @

(2) Separation requirements

Aircraft must avoid collision
Separation should avoid collisionm

* Ifso

Aircraft must entail safety
Determination of separation

Is separation requirement met?
If so

e Keep watching separation

e Ifnot

e Separation would require counts

Discovery of ®
| intruders E {1) a

| |~

rmeasuje

“' Check for
| countermeasure
\

If not

* Lodk for a different countermeasure |

3(4) Safety pssurance
n shall damage safety _'—)

tion of countermeasure

Collisi
*%, Applicpti
o7 |s cou

termeasure is effective?

Collision

cuuntermeasuresg (3)

Safpty will be kept as collision will be |
vdided

P
{Would)
Require

’ Discovery of
——§ intruders E (1)

(Shall)
Damage

Entail

Intruder
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ez Knowledge Representation

BRISTOL

TBox Axioms for Coanitive Model (Potential Intruders)

Cognitive Model Sentence
Separation is-a requirement

Aircraft is-a vehicle and has requirement of separation
Airplane is-a aircraft
Quadcopter is-a helicopter is-a rotorcraft is-a aircraft

Airspace is-a environment

Intruder is equivalent to aircraft that (and) is not

Discovery of Intruders authorized to fly

Intruder is-a aircraft that (and) can-infringe airspace
Safety is-a status
Intruder is-a aircraft that (and) can-threat safety
Aircraft has requirement of separation
isAirTrafficOf is not hasAirTraffic
isUnmanned is not IsManned
Aircraft has constraint of no collision

Separation can-avoid collision

Separation requirements

Aircraft has entailment of safety
Separation has countermeasure of avoidance
Separation can-avoid collision
Intruder has-mechanism countermeasure

Collision countermeasures ProperSeparation is-a Separation
ImproperSeparation is-a Separation
ProperSeparation is not ImproperSeparation

Safety assurance Collision can-damage safety
Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management

Separation E Requirement

Aircraft
C Vechile N 3hasRequirement.Separation

Airplane C Aircraft

Quadcopter E Helicopter E Rotorcraft
E Aircraft

Airspace E Environment
Intruder = Aircraft N disAuthorized. {false}

Intruder E Aircraft N Icaninfringe. Airspace
Safety C Status
Intruder € Aircraft N dcanThreat. safety
Aircraft E JhasRequirement. Separation
isAirTraf ficOf = hasAirTraffic™
isUnmmanned = isManned™
Aircraft E JhasConstraint. —Collision
Separation E dcanAvoid. Collision
Aircraft E JhasEntailment. Safety
Separation E FhasCountermeasure. Avoidance
Separation E IcanAvoid. Collision
Intruder E FhasMechanism. Countermeasure
ProperSeparation E Separation
ImproperSeparation E Separation
ProperSeparation = —~Improperparation

Collision E 3canDamage. safety

NS

spoce s
Eletronic Systems Society
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géf“l" Knowledge Representation

BRISTOL

ABox Axioms for Cognitive Model (Potential Intruders)

“ Cognitive Model Sentence Description Logic Syntax

Drone is-a quadcopter
Drone is unmanned
Drone is not authorized to fly
Drone is airborne
Drone has contactable pilot
Drone is detected by PSR1
Drone is detected by SSR1
Drone is detected by ADS-B1
Drone has airspace Airspacel
Airspacel is controlled
Airplane has airspace Airspacel
Airplanel has Separation DroneSeparation
Drone has Separation DroneSeparation
Drone has Distance DroneDistance*
PilotContact is-a countermeasure
PilotContact is untried
PilotContact is applied
Drone has countermeasure PilotContact
Mid-air collision is-a collision
PilotContact is applied
AirplaneSafety is-a safety
AirplaneSafety is damaged

Discovery of Intruders

Separation requirements

Collision countermeasures

Safety assurance

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management

Quadcopter(Drone)

(Drone, true): isUnmanned
(Drone, false): isAuthorized
(Drone, true): isAirborne
(Drone, true): hasContactablePilot
(Drone, PSR1): isDetectedBy
(Drone, SSR1): isDetectedBy
(Drone, ADS — B1): isDetectedBYy
(Drone, Airspacel): hasAirpsace
(Airspacel, true): isControlled
(Airplane, Airspacel): hasAirspace
(Airplanel, AirplaneSeparation): hasSeparation
(Drone, DroneSeparation): hasSeparation
(Drone, DroneDistance): hasDistance
Countermeasure(PilotContact)
(PilotContact, true): isUntried
(PilotContact, true): isApplied
(Drone, PilotContact): hasCountermeasure
Collision(MidAirCollision)
(PilotContact, true): isApplied
Safety(AirplaneSafety)
(AirplaneSafety, true): isDamaged

NSt

fu) IEEE Aerospoce &
Eletronic Systems Society
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= Progressive Prototyping
““““ From Ontology Tool to Physical Prototypes

< Proof of concept using the Protege tool [8]
= Aircraft proximity [5]
= Weather conditions [5]
= Moral autonomy [9]

< Analytical calculation of uncertainty
= Airplane take-off (take-off rolling) [10]

< Preliminary trials with physical prototype
= Airplane take-off (taxied for take-off roll)

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management
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& Proof of Concept Using the Protégé Tool

= Aircraft Proximity

% Aircraft A is approaching
airport .

< Aircraft Ais in the
prOX|m|ty of a large

airplane(e. Boemg T47),
a small all’ﬁ) ane (e.q.,
Cessna 40

» There are also four UAVs
(two remotely-piloted
UAVs and two autonomous

UAVs).

% Aircraft A plans to land at
an airport where weather

conditions are good.

< All the aircraft are within
the same controlled
airspace class.

1Km | 3Km | 7Km| ||
@ b / ; ! I
----- / ] I |
Aircraft A //‘ ........ ! { | ;
...- [ ' ’
// ~~~~~ / | |
7 o~/ UAV2 | I
- A I I
- AN ! ]
4+ i 3 ! /
v / . i !
UAV4 / % ! /
// . / /
/ » / = /
/ . /" UAV3 /
/ . /
/
’ . / /
7/ ) / /
s [ / /
s [} / ;
7 [} /
Ve [y /
4 [y / /
s \ /
g /
- A /
-7 [y / /
-~ A} /
- [} / /
- = [} / /
- [y ; /
UAV1 % / /
. 4 /
[} // /
]
\/ / .
) /
7/ \‘ / & S
7 > //
// S 4 2N
e A ;
# b .
- S / Boeing
7 Sse ,/ 747
7 <
Ve e /
e e
Ve el PO
_ ..) /
-7 7 ,
-~ Vy
- I L
_-" Cessna 400 =7 T — TS5
/// /
-7 /
- 7/ Airport |
Vi
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Aircraft Proximity

BRIS'I'OL

Protege Class Tree of Asserted AAO Classes

Class hierarchy: MinimumDistanc 2100 =™ &) Annotations: MinimumDistanceof10km Annotations: Aircraft A

%8, =
v @ owl:Thing

«* Airports P,
< Airspaces

% Metrics

© ¥ £ ManagedAircraft
“ 2 MinimumDistanceofiKm
= Aircraft Management
= Aircraft Separation

< Routes
< Runways

=] MinimumDistanceof10km |
» Aircraft

L Mmomdasosonn
= [ndividual “Boeing_T747"
is an instance of class
“Aircraft_A”

> @ Route
Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management

*

*

L)

»- @ Runway

» £ ValuePilot
p & ValueStatus
# @ Vehicle

#- ) Weather

Asserted v |

Annotations

Description: MinimumDistanceof10km

Equivalent To
& (ManagedAlrcrﬂﬂ

and ( Value some

and (| Value some (

d:short[>= "40

dishort[>="11"4

hort])) or (NonM:

Aircraft

SubClass Of
@ AircraftSeparation

General class axioms

SubClass Of (Anonymous Ancestor)

Instances

Target for Key

Disjoint With

Disjoint Union Of

rt] and

t[<="39"*Axsd:short])))

NS

[u] - IEEE Aerospate &
1t Eletronic Systems Society

Annotations

Description: Aircraft_A

Equivalent To

SubClass Of
& Aircraft
@ hasPilot only OnboardPilot
" hasRoute only Route_A

General class axioms

SubClass Of (Anonymous Ancestor)

" hasWingspanValue some xsd:short

Instances
& Bocing_747

Target for Key

Disjoint With &
@ Aircraft_D
@ Aircraft_C
@ Aircraft_B

L4



BRISTOL

= Aircraft Proximity L
" Queries to Check Minimum Distances (Separation)

. Query (class expression) Query (class expression)
< The AAO suggests that all the aircraft MinimumDistanceoftkm  MinimumDistanceof3km
should be separated to different distances.
= A Boeing 747 (due to its size and on-board Execute | | Add to ontology Execute |  Add to ontology
leOtS) reqUires 10 km Query results Query results
= UAV1 & UAV2 can have a distance of 3 km.
= UAV2 should keep a distance of 7 km but it Funa T
. . UAV_ 2
could be approached up to 3 km since it has a T T S S T
remOte leOt . Query (class expression) Query (class expression)
= The Cessna 400 and UAV 3 require 7 km of MinimumDistanceof7km  MinimumbDistanceof10km

minimum distance, even though the UAV 3 is
small, but it is autonomous.

= The UAV 4 is larger than the UAV 3 (no pilot),

Execute | | Add to ontology Execute | Add to ontology

but it has a contactable remote pilot to deal D et Lo
With its Wayp0ints. Instances (2) Instances (1)
®UAV_3 # Boeing_747
Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management @ Cessna_400 45
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=" Proof of Concept Using the Protége Tool AP

Weather Conditions

< Flight A takes off from
Airport | and plans to land
in Airport lIL.

< Flight B takes off from Runway lIA: Available

Airport Il and plans to land Runway IIB: Available
in Airport lIL.

< Flight C takes off from
Airport IV and plans to
land in Airport |.

% Flight D takes off from
Airport Ill and plans to
land in Airport IV.

<+ Weather conditions are
very bad in the airspace

RI'] mutt?llt(()AAirpoH BS:S'( 0 Airport | Airport IlI
Il‘por . Ircra unway |IA: Not available unwa : Available
from Alrport B&C. gunwa‘y’ :: :o: avai:a::e 2unwa: ::: :vai:a::e

Runway IC: Not available
Runway ID: Not available
Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management 46
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= Weather Conditions Nen
Protege Class Tree of Asserted AAO Classes

Class hierarchy: owl:Thing FDEEE

T e v @ Runway
%8 = Rssetted ~ = - € AvailableRunway
v @ owl:Thing v-@® - AvailableRunwayforLanding
@ Airport Y@ Airport -~ & AvailableRunwayforTakeoff
. >. Airspace @ Airport_|
* | rp 0 rtS s ... @ Airport I + £ NonAvailableRunway
* » @ Route = port_
& 1 @ sirport e © Runway_IA
n : g :a::e:::‘o:“ Equivalent To Atrpon_N : Rllllway_lﬂ
alue s i . .
> A 0 telick ] = LandmgAAlrp?rt - & Runway_IC
. Irs p aCes - ee Aircrat SubClnsn O g NoLandingAirport @ Runway_ID
; L Jaircrait A i ik NoTakeoffAirport
e Alt B S . o Ajm::_’:’ @ Runway_lIA
< i - @ Aircraft_C @ hasPilot only OnboardPilot - i Runway_lIB
"’ 0 u t es ; = Afrcrall_[) ) hasRoute only Route_A ¥- . mrsp_ace . Runway A
; - AircraftcanLand @ Airspace_| -
i - & AircraftcannotLand . ~.. @) Airspace_li - Runway_IlIB
i - & AircraftcannotTakeoff General class axioi . i “
\/ [ L.® AircraftcanTakeoff - () Airspace_lll ~ @ Runway_IVA
< Runways == L ain 1@ Valmaruct
| weai :rxrcramobenm[)wened ® A RE— ..... g ;}:}r::' :::]przzzce :;_ ? :3:’£;m‘“5
N¢ A. f ¥ Metri s
L )4 nstances : T elrics
¢ Ircra t " @ Bocing_747 b 0 AircraftManagement ¥« 6_%“3“
. . - . b AircraftSeparation % grcra: g
u I v- @ Route rcraft_|
Al I‘C I‘aft_A (Fll g ht A) Target for Key - € Diverting ~ @ Aircraft_C
. . & Landing ~ & Aircraft_D
Disjoint With i _ - X S
] AI rc raft_B (Fll g ht B) @ Aircraft_D g mfwef_tmﬂ o= A{rcraﬂcanLand
® Aircrant_c e MoT::::‘# & AircraftcannotLand
n ( ) ® Aircrafi_B B iy & AircraftcannotTakeoff
AI rcraft—c Fll g ht C 1 : Rz:t:‘B -~ & AircraftcanTakeoff
. . - @ Route_C - & AircrafttobeDiverted
" Al rCI'aft_D (Fllght D) - @ Route_D -~ & AircrafitobenotDiverted
- Takeoff B & Weather
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= Weather Conditions T
°°°°°°° Protege Class Tree of Inferred AAO Classes

+» Class inference comes from the

B & ValuePilot
b £ Value Status

execution of the reasoner. i == o Y
. v .Meltr:}cs 1’ :%AircrfmcanLand
< Runways availabhle for take-off and b @uircranwanagoment | O
. unw:lcm . v © AircraftcannotLand
landlng i :--RjﬁAva!‘:lableRunwayforLanding @ Aircraft_C
¥ © AvailableRunway i NP
= Runway lIA, IIB, [lIA, & 1IIB ~ ORunway A e
. . :z::x: :::43& i’---:énircr_aﬂcan“_rakeoﬂ
< Runways that are not available @ Ruway_uB @Mt
B} Y QAvaﬂabIeRunwayforTakeoﬂ ® Aircran D
(take-off and landing) Y- @ hustatioRumay it
PoL e ~ @ Aircraft_B
= Runway IA, IB, IC, ID @y & hicra C
. {0 Runway_llIB WONCIENS
" . . ® Runway v £ AircrafttobenotDiverted
= Also, inference for aircraft as to v- © NonivaiabicRunway oSana
fl ht t 1 l d :g::::y*:‘; - € MinimumbDistanceof1Km
Ight operations, I.e., can land, can Stk B - © MinimumDistanceof3km
® R::::z:ln - & MinimumDistanceof7km

take off, flight diversion, etc.

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management 48



BRISTOL

= Weather Conditions AT
””””””” AAO Queries Results for Flight Operations

< Aircraft C and D (Flight C Dlgew o Dloe o In e
1 Query (class expression) Query (class expression) Query (class expression)
a n d D) WI l'l n Ot b e a b le to AircraftcannotLand or NoLanding| AircrafttobeDiverted or Diverting AircraftcanLand or Landing

land as planned in route C

a n d D Execute = Add to ontology Execute | | Add to ontology Execute | | Add to ontology
u . Query results
< Aircraft B, C, and D (Flight B, =

C, and D) should be advised
to change routes as planned

Query results Query results

@ Aircraft_A
@ Aircraft_B

@ Aircraft_B
© Aircraft_C

@ Aircraft_D
<! AircrafttobeDiverted

(ROUte B' C' and D) ‘outec © Route_A
< Aircraft A and B (Flight A Sroa?

' AircraftcanLand

' Route_D

and B) will be able to land as
planned in route A and B)
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=" Proof of Concept Using the Protégé Tool 457

BBBBBBB

Moral Autonomy

< Real flight data from Flight
Radar 24 [11].
= JFK airport to SNN
= |[E110 Flight (Boeing 757-200)
= 28 Sep 2015

% Airplane emergency landing [9]
= Hydraulic system failure
= Airplane had climbed 16,000 feet

WESTCHESTER

NEW YORK CITY ™
1. MANHATTAN

2. THE BRONX

3, QUEENS

4. BROOKLYN
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= Moral Autonomy

BRISTOL

BRISTOL
LABOR.

Examples of Semantic Statements

NSE

3
Oedc e sevpocea
RESS. femcdiicns soceyy

Semantic statement

AAO Axiom

Landing passenger aircraft with faulty hydraulic system is
good and right.

AircrafttobeReturned equivalent to (Aircraft hasPeople some crew or
passenger) and (Aircraft hasRoute only NearbylLanding) and (Aircraft
hasSystem only FailingHydraulics)

Route hasNearbyAirport only DepartureAirport

Hydraulics hasFailure some catastrophic

AircrafttobeReturned hasMorals some Good and hasEthics some Right
MorallyCorrect equivalent to Morals and Ethics

Morals equivalent to Good or Better or Best or Bad or Worse or Worst

Ethics equivalent to Right or Wrong

Preservation of human life is morally correct

HumanlLifePreservation hasMorals only Good and hasEthics only Right

Defueling passenger aircraft with faulty hydraulic system is
the better and righter (more correct) to do over an area
without population.

Defueling equivalent to (Aircraft hasPeople some crew or passenger) and
(Aircraft hasLandcape only nopopulation) and (Aircraft hasSystem only
FailingHydraulics)

Unauthorized airspace incursions by AUV(s), e.g., wingspan
less than 2 m and less than 500 m separation to aircraft, are
not right nor good.

RiskofCollison equivalent to (NonManagedAircraft

and (hasSeparation some xsd:short[<= "500"""xsd:short])

and (hasWingspanValue some xsd:short[<= "2"A"xsd:short]))
UnauthorizedAirspacelncurssions subclass of hasMorals some Bad
hasEthics only Wrong

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management
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RO TICS

i Moral Autonomy A=
””””””” AAO Queries Results for Flight Operations

% the aircraft in trouble due to FE T
= = = . Query (class expression) Query (class expression) Query (class expression)
fa I lu re I n hyd ra u ll cs IS a AircrafttobeReturned NearbyLanding MorallyCorrectDecision
u . or FailingHydraulics or NearbyLandingAirport
Boeing 757 (Flight IE110)
-  Execute | Addto ontology | Execute|  Addto ontology Execute | = Add to ontology
D ' ' : |
X the.clos_et airport for | — — —
landlng (In emergency) IS Direct subclasses (2 of 2) Dir ubcla (3 of 3) Direct subclasses (1 of 1)
actually the one from which @ abcrafiohthch e g;:';j;m;:f; i il
the aircraft departed (JFK) © NearbyLandinonicort )
Instances (1 of 1) oeing__
< the decision to make Flight @ Sockng_757 e

[ET10 return to JFK is correct
from a moral viewpoint
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= Moral Autonomy (EP
AAQ Queries Results for Flight Operations

BRISTOL

Is-an-Instance

hasRoute only NearbyLanding

Nearby
Landing

hasRoute

hasLandscape

Landscape Population

- hasTakeoff
NearbyLanf‘Jlng Aonly / hasLanding /
NearbyLandingAirport hasNearyAirpart

JFK is-a Failing

hasPeople

hasSystem only FailingHydraulics

Is-an-Instance

is-a .
hasVeracity
hasRunway only

AvailableRunway

hasRunway
hasAirspace

Available
Runway

hasStatus only
Avaibble ~ hastatus

@is—
Morally hasMorality
Correct some
MorallyCorrect is-a ie-a
hasMorality
™~ Aircraft P ot -
hasWeather—————# is-a to be argina egligible
returned
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hasFailure
some

Catastrophic
hasFailure

Airspace




BRI

BRISTCL ! . . (=
= Analytical Calculation of Uncertainty e
“““““““ Airplane Take-off

% Airplane 1is a Boeing
787

% Drone 1is an airport’s
inspection UAV (no pilot)

<» Drone 2is a
recreational quadcopter  _—-=

(contactable remote ( . Bi\),—
pllOt) Sy Drone/l,/ ’
< Drone 3 is an ) B v Uil " Drone3
unmanned airplane (no - 3 3 '_\_ff“ 2
remote pilot). it T
\\\)
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ST A
= Airplane Take-off
"~ Take-off Scenario Details

Surveillance Systems
PSR 1 SSR 1
Low

Accuracy

Sensitivity Medium high

Medium

IELRERE  Very close Close

Drone 1 Very far Close

Far Near

Near Far

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management

High
Very high

Very close

Very close

Not equipped

Not equipped

N/A
N/A

Contactable
onboard

Non-contactable
remote

Contactable
remote

Non-contactable
remote

ST

[u] - IEEE Aerospace &
A Eletronic Systems Society

Wingspan /
wheelbase

[m]

N/A
N/A

60
1.9
1.6

1.1
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& Airplane Take-off L
" Veracity (%) for Aircraft Localization in the Application Scenario

EmPSR 1 ESSR1
Aircraft mADS-B 1 All
100
Airplane 90
p1 Dronel Drone?2 Drone3 80
— 70
x
= 60
91.0 3.6 7.2 466 £ s0
§ 40
30
ﬂ 83.7 83.7 50.3 29.9
20
10
- 99.5 99.5 N/A N/A 0 _
Airplane 1 Drone 1 Drone 2 Drone 3
Aircraft
98.62 98.55 35.27 39.38
n

Combined veracity for all sensors 4 1—[ B
(PSR, SSR1, and ADS-B): =1 1(1 V)
S=

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management 56



BRISTOL

A l. T k ff INGE
LABORATORY
- i e
I r p a n e a e 0 AESS B o
"~ (Queries for Decision Maki
Query/Class m Main Class Equivalence Secondary Class Equivalence Dlguey:  IbLauery |

Cancelled take-

Airplane does off Ves
not take off
Aborted take-
off
Yes
Imminent take
off
No
Delayed take- Yes*
off

CancelledTakeoffEquivalent
TohasAirTrafficsomelUsUcAi
rspace

IUsUcAirspaceEquivalentTo Intruder andimproperSeparationand
(isAirTrafficOfsome Aircraft) and
(hasCountermeasurevalueNoCountermeasure)

Same axiom than the one for cancelled take off. (initially, no intruder or intruder with
separation then intruder without separation)

IUsUcAirspaceEquivalentTo Intruder andProperSeparationand
(isAirTrafficOfsome Aircraft) and
ImminentTakeoffEquivalent (hasCountermeasurevalueNoCountermeasure)
TohasAirTrafficsomelSUcAir

spaceorlSCAirspace ISCAirspaceEquivalentTo Intruder andProperSeparationand

(isAirTrafficOfsome Aircraft) and
(hasCountermeasurevaluePilotContact)

UnlUSUcAirspaceEquivalentTo (not Intruder)
andProperSeparationand (isAirTrafficOfsome Aircraft) and
ImminentTakeoffEquivalent (hasCountermeasurevalueNoCountermeasure)
TohasAirTrafficsomeUnISUc

AirspaceorUniSCAirspace UnISCAirspaceEquivalentTo (not Intruder)

andProperSeparationand (isAirTrafficOfsome Aircraft) and
(hasCountermeasurevaluePilotContact)

ImminentTakeoffEquivalent
TohasAirTrafficsomelUsCAir
space

IUsCAirspaceEquivalentTo Intruder andProperSeparationand
(isAirTrafficOfsome Aircraft) and
(hasCountermeasurevaluePilotContact)

Distinguished Lecture on Ontological Decision-Making Support for Air Traffic Management

Query (class expression)

CancelledTakeoff and (hasAirTraffic value Drone1)
and (hasAirTraffic value Drone2) and
(hasAirTraffic value Drone3)

Query (class expression)

AbortedTakeoff and (hasAirTraffic value Drone1)
and (hasAirTraffic value Drone2) and
(hasAirTraffic value Drone3)

Execute| Add to ontology Execute|  Add to ontology
Query results Query results
Direct superclasses (3 of 3) Direct superclasses (4 of 4
© AbortedTakeoff ) AbortedTakeoff
© CancelledTakeoff © CancelledTakeoff
) NoTakeoff ©) ImminentTakeoff
) NoTakeoft
instances (1 of 1)
@ Airplanet instances (1 of 1)
@ Airplane1
DLquey. |

Query (class expression)

ImminentTakeoff and (hasAirTraffic value Drone1)
and (hasAirTraffic value Drone2) and
(hasAirTraffic value Drone3)

Execute| Add to ontology

Query resuits
Direct superclasses (4 of 4
2 AbortedTakeoff
) CancelledTakeoff
) ImminentTakeoff
) NoTakeoff

Instances (0 of 0)

Query (class expression)

DelayedTakeoff and (hasAirTraffic value Drone1)
and (hasAirTraffic value Drone2) and
(hasAirTraffic value Drone3)

Execute| Add to ontology
Query results
Direct superclasses (4 of 4
©) AbortedTakeoff
© CancelledTakeoff
© DelayedTakeoff
 NoTakeoff

Instances (0 of 0)
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= Airplane Take-off AP
Expected Utilities for the Take-off Decision of Airplane 1

BRISTOL

Airplane Airplane
Drone 1 Operation Drone 3 Operation
400 = 400 -
5 350 — Imminent = 350 — Imminent
Y 300 = Y 300 =
> Z
£ 250 - Conditioned £ 250 ~ Conditioned
5 200 J 5 200 J
B 150 layed 2 150 — |
£ 5 Delaye < o Delayed
2 100 = 2 100 X J
x x
w50 - Cancelled w50 — Cancelled
0 . 0 J
0 3 6 9 12 15 18 21 24 27 0 3 6 9 12 15 18 21 24 27
Samping Time [sec] Samping Time [sec]
e=@==EU-PSR  ==@==EU-SSR e=@==EU-PSR  ==@==EU-SSR
EU-ADSB EU-ALL EU-ALL
Airplane Airplane
Drone 2 Operation Drone 1-3 Operation
400 q 400 B
5 350 — Imminent 5 350  Imminent
o &80 oo 9 - £ 300 =
Z 00— —_— 2z
£ 250 R “ - Conditioned £ 250  Conditioned
= =
5 200 J 5 200 J
- °
g 150 — Delayed g 150 — Delayed
J g0 J
g 1% 1 g 100 < 7
w 50 - Cancelled w50 — Cancelled
0 - 0 -
0 3 6 9 12 15 18 21 24 27 0 3 6 9 12 15 18 21 24 27
Samping Time [sec] Samping Time [sec]
==@=EU-PSR  ==8==EU-SSR =@ EU-PSR =@ EU-SSR
EU-ALL EU-ADSB EU-ALL
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& Preliminary Trials with Physical Prototype ===

Airplane Take-off (Taxied for Take-off Roll)

BRISTOL

user computer location

ibd Framework Prototype Configuration A) ibd Environmental Effects J

FWD1 is supposed to be at thelj

Decision Support
System (DSS)

ibd Ground Operation Station (GOS) ) ibd Drone System J «block» «block»
- Weather —{ Broadcast
& o —rl : ; Condition Service
«software» «software»
RWD1 FWD1 Dump1030 boS Fixed Wing Drone
(Drone) . z Application Application (FWD) 1 | «block» «block»
ADS-B (Alrp[ane) N Environment —{ Radiation
Radiation Detector
transmitter «allocate»
«allocate») |
EL «hardware» «hardware» «hardware» .
User § ADS-B Rotary Wing | — Supposed RWD1, so it is not
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& Airplane Take-off (Taxied for Take-off Roll) 4=

"~ Readings from ADS-B Devices
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& Conclusions

< Lecture remarks

= ATM is become complex more and more
Some ontology-based initiatives exist for aviation, but not to support ATM
Ontologies are an attractive approach to support ATM decision making
Ontologies can be formalized by means of Description Logic (DL)
Simple but useful examples show the potential of ontologies
= The proof of concepts range from computer tool to physical prototypes

< Next related lecture topics
= Results from downscaled-scenario trials using a physical prototype
= Discussion on advantages and disadvantages when using ontologies in ATM
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